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In  supercritical  fluid  chromatography  (SFC),  the  significant  expansion  of the  mobile  phase  along  the col-
umn  causes  the  formation  of  axial  and  radial  gradients  of  temperature.  Due  to these  gradients,  the  mobile
phase  density,  its viscosity,  its  velocity,  its diffusion  coefficients,  etc.  are  not  constant  throughout  the  col-
umn.  This  results  in a nonuniform  flow  velocity  distribution,  itself  causing  a loss  of column  efficiency  in
certain  cases,  even  at  low  flow  rates,  as  they do in HPLC.  At high  flow  rates,  an  important  deformation
of  the  elution  profiles  of the  sample  components  may  occur.  The  model  previously  used  to  account  sat-
upercritical fluid chromatography
olumn efficiency
eak profiles
orosity distribution
xpansion cooling
eat balance

isfactorily  for  the  retention  of an  unsorbed  solute  in  SFC  is applied  to the  modeling  of  the  elution  peak
profiles  of  retained  compounds.  The  numerical  solution  of the  combined  heat  and  mass  balance  equa-
tions  provides  the temperature  and  the  pressure  profiles  inside  the  column  and  values  of  the  retention
time  and the  band  profiles  of  retained  compounds  that  are  in excellent  agreement  with  independent
experimental  data  for large  value  of  mobile  phase  reduced  density.  At  low  reduced  densities,  the  band
profiles  can  strongly  depend  on the  column  axial  distribution  of  porosity.
eat transfer

. Introduction

Supercritical fluid chromatography (SFC) is considered as a
green” alternative to classical liquid chromatography due to its use
f a mobile phase based on high-density CO2. Even though organic
olvents must often be added to CO2 as modifiers, their required
oncentrations are lower than in HPLC. Other advantages of SFC
re the possibility of an easy adjustment of the solvent properties
y changing the operating pressure and the temperature. The effi-
iency of a column in SFC, compared to that of a similar system used
n classical HPLC, is generally higher, due to lower mass transfer
esistances. For these reasons SFC often permits the achievement
f faster and more efficient separations than HPLC.

The desire to decrease the separation times of mixtures leads
o increases in the mobile phase flow rate. This means that the
olumns must be run with a high pressure gradient. A large pressure
rop along a column is not desirable because the temperature of the

obile phase decreases when it expands. Then, the mobile phase

ends to absorb heat from the air outside the column. As a result,
xial and radial temperature gradients form inside the column.
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These temperature gradients cause corresponding axial and radial
gradients of all the physico-chemical parameters. The phenomena
observed in the SFC column are similar to those encountered in ultra
high pressure liquid chromatography (UHPLC). For large back pres-
sures (e.g., 500 bar and more in UHPLC and several dozen bars in
SFC) the deformations of the peak shapes are similar – compare the
experimental peak profiles in [1,2]. The difference is that in UHPLC
the heat is generated inside the column due to viscous friction
whereas in SFC the heat is absorbed from the column surroundings.
As a result, the gradients of physico-chemical parameters are in the
opposite direction in both versions of chromatography [3,4]. The
other important difference is that the axial and the radial mobile
phase density gradients are much greater in the case of SFC. Because
the density has a crucial impact on the adsorption isotherm in SFC,
the density gradients can have a significant impact on retention and
efficiency.

Most SFC separations are performed using outlet pressures
around 150 bar. The peak deformations noted above, however,
are generally important only when columns are operated at tem-
peratures and pressures slightly above the critical conditions, at
outlet pressures below about 130 bar, temperatures up to about

100 ◦C, and reduced densities close to 1.0. These conditions tend
to be accompanied by excess efficiency losses and are typically
avoided in general practice [5].  This is unfortunate because the
mass transport properties of carbon dioxide under these conditions

dx.doi.org/10.1016/j.chroma.2011.07.022
http://www.sciencedirect.com/science/journal/00219673
http://www.elsevier.com/locate/chroma
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avor faster, more efficient separations. Attempts to model chro-
atographic behavior under these conditions have thus far been

nsuccessful [6,7]. A model that is valid over the entire range of
otentially useful conditions in SFC could be beneficial by provid-

ng a basis for exploiting these conditions. The work presented in
his paper addresses this serious deficiency by presenting an accu-
ate model that satisfactorily describes chromatographic behavior
nder these severe conditions.

Due to the similarity of the physical phenomena taking place
n SFC, the method developed for modeling the UHPLC peak pro-
les can be used also for modeling those in SFC. We  previously
eveloped and validated a model combining the heat and the mass
alance equations of UHPLC columns, an isotherm model for the
olute, and the equation accounting for flow in porous media [8,9].
his model accurately predicts analyte retention factors, their elu-
ion band profiles, and the dependence of the column efficiency
n the mobile phase velocity. On the basis of this model described
n the first part of our earlier paper [4],  a general SFC model cou-
ling the heat and the mass balance equations with an appropriate
quation of state was proposed. The numerical solution of the gen-
ralized ED model coupled with the calculated temperature and
ressure distributions enabled excellent forecasts of the retention
imes and efficiency for the elution of an unsorbed solute [4].

The goal of this work was to adapt and validate this model for
etained solutes. We  restricted our investigation to analytical scale
f SFC. A new version of this model which enables analyses of the
mpact of the axial porosities distributions on the temperature,
he flow rate and the concentration band profiles is proposed. To
alidate this model, we first compared the temperature recorded
long the column wall and the pressure drop along the column with
hose calculated with our model. The agreement is excellent. After-
ards we compare the simulated peaks profiles for several retained

nd unretained solutes, for average carbon dioxide reduced density
RD) equal to 1.5 and 1.0. In the first case a good agreement between
he experimental results and the calculated ones was obtained. In
he second case the agreement is good at very low and very high
ow rates. However, at medium mobile phase flow rates, some
iscrepancies between theory and experiments are observed.

. Mathematical models

The mathematical model of SFC applied in this paper is very
imilar to that used in the first part of our earlier work [4].  The
FC model combines three separate models: (1) a model of heat
ransfer; (2) a model of mass transfer; and (3) a model of mobile
hase velocity distribution. The heat transfer model is exactly the
ame as in previous paper [4] and will not being discussed here.
he second model accounts for the propagation of a solute band
long a column in which there are gradients of temperature, vis-
osity, velocity, density. It also includes other parameters, ignored
reviously, which can change along the column or in the radial
irection, namely the packing heterogeneity. We  apply our mass
alance model on columns in which there is a gradient of packing
ensity or in other words a gradient of external porosity. The exis-
ence of axial packing density gradients was mentioned by Wong
t al. [10]. These authors found that the external porosity decreases
long the column. The existence of a radial packing heterogeneity
ollows from experiments that point out a radial distribution of the
ow rate obtained at low mobile phase velocity [11], that is for flow
ates for which viscous friction heat effects could be neglected.

The mass transfer model was coupled with an isotherm model,

he equilibrium constants of which depend on the local tempera-
ure and the mobile phase density.

The assumption of a bed heterogeneity forces modifications
f the third model previously used, which accounts for the
r. A 1218 (2011) 6531– 6539

distribution of the mobile phase velocity. In this work, we assumed
that the flow rate depends on the local temperature, the pressure,
the viscosity and the density of the mobile phase as well as on the
bed porosity.

2.1. The mass balance equation

In writing the mass balance for an analyte, we assumed that
the contributions to band broadening due to the finite mass trans-
fer resistances and to the axial dispersion can be lumped into an
apparent dispersion coefficient. We  assumed that this coefficient
can be evaluated using formulae developed in [9,12] and used in
[4], in spite of the fact that the porosity is a function of the posi-
tion inside the column. It should be also remembered that axial
dispersion, radial dispersion and the velocity are functions of the
position inside the column. Under this assumption, the mass bal-
ance equation is an extension of the equilibrium-dispersive (ED)
model [4,13].

The mass balance equation of the generalized ED model is writ-
ten as follows:

∂CA

∂t
+ F

∂qA

∂t
+ 1

εt

∂(uCA)
∂z

=  − ∂

∂z
(JZ ) − 1

r

∂

∂r
(rJr) (1)

where the axial and the radial components of the mass flux are

Jz = −Dz,a
∂CA

∂z
(2)

Jr = −Dr,a
∂CA

∂r
(3)

The CA and qA are the analyte concentrations in the mobile and sta-
tionary phases at equilibrium (g/L), respectively, t is the time, z is
the axial coordinate, u is the axial superficial mobile phase velocity,
Dz,a and Dr,a are the local axial and radial apparent dispersion coef-
ficients (m2/s), respectively, F = (1 − εt)/εt is the phase ratio and εt is
the total porosity of the column, which can be a function of the axial
and the radial positions. In the model, the convective mass transfer
in the radial direction was  neglected – the numerical experiments
proved that it has no influence on the concentration band profiles.

The dispersion terms in Eqs. (2) and (3) follow from Fick’s first
law, namely the diffusion flux in Fick’s law as depicted by the
expression:

J = −Dm∇CA (4)

It would be more theoretically justified to express the diffusion
flux by the mass fraction [14]:

J = −Dm�∇
(

CA

�

)
(5)

where Dm is the molecular diffusion coefficient and � is the fluid
density. However, the differences between the peak profiles cal-
culated with the first and the second equations were marginal in
our case, so in the following, we  refer the dispersion terms to the
concentration CA.

The apparent axial dispersion coefficient was calculated from
the following equation [4]:

Dz,a = DLεe

εt
+

(
k1

1 + k1

)2 u2dp

εtεeFe6

[
dp

10Deff
+ 1

kext

]
(6)

where

k1 = Fe

(
εp + (1 − εp)

ıqA

ıC

)
; Fe = 1 − εe

ε
; Deff = Dmεp

�
(7)
A e

and DL is the axial dispersion coefficient, dp is adsorbent diame-
ter, Deff is effective particle diffusivity, εe is the external porosity,
which can depend on the position inside column, εp is the particle
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orosity, � is the tortuosity coefficient and kext is the external mass
ransfer coefficient.

As in part one of our work [4],  the apparent radial dispersion
oefficient, Da,r, was calculated on the basis of the plate height
quation derived by Knox [15,16]:

r,a = 0.03dpu

εt
+ 0.7Dm (8)

e assumed that this equation can be used for a heterogeneous
ed. In Eq. (8),  Dm is the molecular diffusion coefficient and dp is
he adsorbent particle diameter.

The axial dispersion coefficient, DL, was approximated by the
elationship [13]:

L = �1Dm + �2udp (9)

here �1 and �2 are geometrical constants. The first term in Eq. (9)
ccounts for molecular diffusion and the second for eddy diffusion.
t was assumed that �1 = 0.7 [13] whereas �2 was estimated from
he experimental data.

The remaining parameters in Eqs. (6) and (7),  kext, Dm, and �,
ere calculated as described later in Section 2.4.  It should be noted

hat all the dispersion and diffusion coefficients are functions of the
osition inside the column.

The model (1) was solved with the typical initial and boundary
onditions listed in our earlier work [4].  Only the boundary con-
itions for the column center, r = 0, and the internal column wall
adius r = Ri were changed to the following ones:

For t > 0, r = Ri and r = 0

r = 0 (10)

Eq. (7) must be combined with an appropriate isotherm equa-
ion. In this work, we applied the model proposed by Martire and
oehm [17] (Eqs. (103) and (104) in their paper). According to these
uthors, the dependence of the retention factor k on the reduced
ensity and the reduced temperature reads

n(k) = c0 + c1

TR
+ c2�R + c3

�R

TR
+ c4

�2
R

TR
(11)

here �R is the reduced density and TR is the reduced temperature.
he parameters c0–c4 are adjustable parameters and must be esti-
ated from experimental data. Taking into account the definition

f the retention factor the following expression is obtained:

A = CA
εt

1 − st
exp

(
c0 + c1

TR
+ c2�R + c3

�R

TR
+ c4

�2
R

TR

)
(12)

It should be noted that from Eq. (12) it follows that the local con-
entration in the stationary phase is a function of the local values
f the mobile phase density and the temperature.

.2. Mobile phase velocity distribution and pressure calculation

In a previous paper we assumed a homogenous column bed. In
his work, we recognize the heterogeneous porosity distribution
n the radial and/or the axial direction. Taking this into account

e have to modify the equation for the local value of the mobile
elocity developed in [8].

Following the method presented in [8] it is easy to find that the
ocal value of the mobile phase velocity should be calculated from

q. (13):

z(r, z) = uo�o

�(r, z)(�/�)z

εe(r, z)3

(1 − εe(r, z))2
(13)
r. A 1218 (2011) 6531– 6539 6533

where � is the viscosity, (�/�) denotes the average value at a given
axial position, of the expression �/� multiplied by ε3

e /(1 − εe)2,

(
�̄

�

)
z

= 2

R2
i

∫ R

0

�(r, z)
�(r, z)

εe(r, z)3

(1 − εe(r, z))2
r dr (15)

and uo, �o are the mobile phase superficial velocity and density at
the column inlet.

The local pressure gradient was calculated according to the cor-
relation developed by Blake, Kozeny, and Carman [14], using the
following equation:

−ıP

ız
= �

uo�o

d2
p(�/�)z

(16)

where � is an empirical parameter generally considered as equal to
150 [14].

The above system of equations has to be closed by the following
relationship:

	P =
∫ L

0

(
−ıP

ız

)
dp (17)

where 	P  is the actual pressure drop along the column, measured
from the instrument gauges and L is the column length.

The radial mobile phase velocity, ur, was computed numerically
from the continuity equation [8]:

1
r

∂

∂r
(�rur) + ∂(�uz)

∂r
= 0 (18)

The radial mobile phase velocity was so small that it had no
influence on the band profiles, so it is neglected in the following.

2.3. Methods of calculation of the physico-chemical parameters

The methods of calculation of the physico-chemical parameters
were identical to those used in our previous paper [4].

2.3.1. Heat transfer
The carbon dioxide density and its heat capacity were calculated

by the method described by Span and Wagner [18], the viscosity
and the thermal conductivity were calculated according to models
presented by Fenghour et al. [19] and Vesovic et al. [20] respec-
tively. The effective conductivity was calculated from a correlation
developed by Zarichnyak and Novikov [21] for a two-component
heterogeneous system that has a chaotic structure.

2.3.2. Mass transfer
To solve the mass balance equation discussed above, the local

values of the external mass transfer coefficient, kext, and the molec-
ular diffusivity, Dm, must be calculated. As in our previous paper,
the coefficient kext was  obtained from the Wilson and Geankoplis
correlation [22], and the molecular diffusion coefficient Dm was
estimated from the Wilke–Chang equation with modified constants
[23].

Finally, the tortuosity parameter, �, needed to evaluate the
effective particle diffusion parameter was  calculated from the cor-
relation [13]:

� = (2 − εp)2

εp
(19)

2.4. Method of calculation of numerical solutions of the models
The coupled system of the mass balance and the heat balance
equations was solved using a method previously described in detail
in [8].  First, the steady-state distributions of the temperature and
the pressure throughout the column were derived. Afterwards, the
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ime dependent mass balance equation was solved, using the tem-
erature and the pressure profiles previously obtained. The heat
alance and the differential mass balance equations were solved
sing the method of orthogonal collocation on finite elements
OCFE) in its analog version previously described [24]. The spatial
erivatives were discretized following the OCFE method. The set of
rdinary differential equations obtained through this process was
hen solved using the VODE solver [25].

. Experimental work

.1. Apparatus

The SFC instrument consisted of an ISCO 260D syringe pump,
 helium-actuated Valco injector with a 0.50-�L internal sample
oop, a Hewlett–Packard 5790 gas chromatograph with a flame
onization detector and a high-pressure nitrogen back pressure sys-
em. The injector was placed inside the column oven and samples
issolved in liquid carbon dioxide were introduced from a pres-
urized reservoir. The instrument has previously been described in
reater detail [1].

Data were acquired using a high-speed chromatography data
cquisition system (VG Data Systems Chromatography Server, 22-
it A/D conversion rate at 960 Hz) and the Thermo LabSystems
Chrom software. The sampling frequency was varied from 30 to
40 Hz depending on the flow rate to provide at least 30 data points
ver the half-width of the narrowest peak. All peaks were analyzed
sing the manual integration utility included with the software.

A 2.0 mm × 150 mm column with stainless steel walls and fit-
ings, packed with Spherisorb C8 (Waters Corporation, Milford, MA
1757, USA) was used. This is the same physical column used pre-
iously with this solute system in this series of studies [1,4]. The
verage particle diameter was 5 �m.  The external column diameter
as 6.4 mm.  A total porosity of 0.724 was measured by pycnometry.
e assumed an external porosity of 0.400 for the column, yielding

 equal about 150 in the Blake, Kozeny, and Carman equation.
The column was exposed to the oven air with the fan operating in

he typical fashion. The column connections were made with 0.18-
m i.d. stainless steel tubing, with a length of 100 mm between

he injector and column inlet, and 50 mm between the column out-
et and the flow splitter for the detector. The overall extracolumn
olume was found experimentally to be 4.3 �L. The extracolumn
ariance for the solute mixture was measured at 50 ◦C and RD = 1.2
ver the flow rates of interest. The resulting data were used to esti-
ate the contribution of the extracolumn hardware to the total

eak variance in the test chromatograms at 50 ◦C. For all retained
olutes at RD = 1.0 the extracolumn variance was less than 1% of
he total peak variance at all flow rates used. At RD = 1.5 and flow
ates of 0.100, 0.500 and 1.500 mL/min, the corresponding average
ercentages were 0.4%, 1.9% and 5.5%.

.2. Column surface temperature

The temperatures at various points on the column were mea-
ured to the nearest 0.01 K using a series of self-adhesive RTD
resistive thermal device) probes. The RTDs were calibrated against

 Fisher Digital Thermometer traceable to NIST standards with a
ertified accuracy of ±0.05 K. For the 150-mm column, probes were
laced directly on the column wall at z = 25, 50, 75, 100 and 125 mm,
here z is the distance from the column inlet. Two other probes at

 = 0 and z = 150 mm measured the endfittings temperature.
.3. Chemicals

Carbon dioxide was SFC grade with no helium. Methane was  99
ol% pure. Both were obtained from Scott Specialty Gases, Troy,
r. A 1218 (2011) 6531– 6539

MI,  USA. A mixture containing methane (C1), n-dodecane (C12),
n-tetradecane (C14), n-hexadecane (C16) and n-octadecane (C18)
was prepared in liquid carbon dioxide. 600 �L of a neat mixture
containing equal masses of the four liquid alkanes were introduced
into a 150-mL stainless steel vessel. The excess air was removed
by brief connection to a vacuum pump, followed by addition of
methane to 1 bar. The container was  then filled with carbon dioxide
to 120 bar at room temperature.

3.4. Measurement of the retention factors

All separations were made as mentioned above on 5-micron
Waters Spherisorb-C8 particles. The elution times were corrected
for the holdup time caused by the column connectors and the
fused silica restrictor connected to the FID. A constant flow rate
of 0.100 mL/min set at the pump (−2.0 ◦C) was used in all cases.
The column outlet pressure was set in conjunction with the inlet
pressure to yield an average pressure corresponding to the desired
mobile phase density. The column with seven RTD probes attached
was suspended in the oven with the fan operating. The retention
factors were measured for 26 combinations of four temperature
settings (35, 40, 45, 50 ◦C) and seven reduced density settings (0.6,
0.8, 1.0, 1.2, 1.4, 1.6, 1.8). A reduced density of 1.8 at 45 ◦C and 50 ◦C
was not accessible, due to the high pressures required. For 25 of
these conditions, the measurements were performed in triplicate.
For the lowest target density of RD = 0.6 the density varied between
runs, resulting in three individual measurements at slightly differ-
ent densities, increasing the total number of temperature–density
settings to 28. It should be noted that we  have to measure the reten-
tion factors for values of the reduced density as low as 0.6, because
the mobile phase density can drop down inside column to such low
values – see Ref. [4].

4. Results and discussion

4.1. Dependence of retention factor on density and temperature

In this work, we analyzed the retention of n-alkanes at the
analytical scale. These solutes have been studied previously and
exhibit a predictable behavior in SFC [1,17].  The dependence of the
retention factor k on the reduced density and the reduced tem-
perature was  fit to Eq. (11) in the mathematical section, according
to Martire and Boehm [17]. The isotherm constants, c0–c4 were
determined over the entire range of temperatures from 308 to
323 K and reduced densities from 0.6 to 1.8, This means that for
each individual component all the experimental data available
were simultaneously used in the estimation of these parameters.
Even at the low flow rate used for these measurements, with pres-
sure drops of approximately 2 bar, we  observed temperature drops
along the column as great at 0.24 K compared to the tempera-
ture of the incoming mobile phase, mostly at reduced densities
from 0.8 to 1.2. As can be seen from Eq. (11) the retention fac-
tors strongly depend on the column temperature and the mobile
phase density. In the estimation of the isotherm parameters we
assumed the local temperature in the column is equal to the inlet
temperature. However, small deviations of the real average col-
umn  temperature (even as low as 0.2 K) from the inlet temperature
may  have a considerable influence on the estimated results, there-
fore on the calculated retention times. To avoid this problem all
the data points for which the temperature was more than 0.07 K
below the inlet temperature were excluded from the fit, leaving 18

distinct temperature–density pairs with which the five coefficients
for each solute were derived. Removing these questionable data
points also improved the results as shown by the standard error
of the fit for ln k. The resulting coefficients are listed in Table 1a.
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Table  1a
Coefficients for Eq. (11) for retention factors of the analytes, used for simulations at RD = 1.5. Fit based on data over the entire range of reduced densities from 0.6 ≤ RD ≤ 1.8
for  which the temperature drop was less than 0.07 K.

Solute Standard error of fit Coefficients for Eqs. (11) and (12)

c0 c1 c2 c3 c4

C12 0.0195 −9.16 (+0.0182)a 16.5 1.39 −8.76 1.44
C14 0.0297 −9.42 (+0.0236) 18.1 1.46 −9.98 1.75
C16  0.0402 −8.79 (+0.0277) 18.7 0.963 −10.6 2.06
C18 0.0511 −8.17 (+0.0328) 

a The meaning of the offset (in parentheses) is discussed in the main text.
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Because of the relatively large temperature drops near reduced
density 1.0, a second fit was done for this region. Numerical simula-
tions showed that the column wall temperature at z = 100 mm was
a good indicator of the average mobile phase temperature in the
column. Based on the corrected temperature data, new fits were
generated using all the experimental data, including those that
had been initially rejected on the basis of significant deviations
between the average column temperature and the inlet temper-
ature. The results were somewhat improved, but the experimental
k values near RD = 1.0 were still significantly lower than the pre-
dicted values. We  believe that these discrepancies are probably
due to a competing retention mechanism. There is experimental
evidence for excess adsorption of the mobile phase on the sur-
face of the stationary phase near the critical density [26]. This may
result in a perturbation of the general retention mechanism that is
not addressed in the treatment by Martire and Boehm. In order to
obtain a satisfactory fit for the data in the region near RD = 1.0, the
data outside the range 0.6 ≤ RD ≤ 1.4 were excluded. The result-
ing coefficients are shown in Table 1b.  These fitting coefficients
were then used in the simulations made for the chromatograms at
RD = 1.0.

4.2. Calculation of the temperature and pressure distribution

To calculate the temperature and the pressure distributions, the
heat transfer model described in our previous work [4],  coupled
with Eqs. (13)–(17), was  solved. In a first attempt it was  assumed
that the column was packed uniformly with the adsorbent and that
the porosities were equal to the experimental values εt = 0.724,
εe = 0.4 all along the column.

To estimate the temperature distribution, three parameters are
needed: the � parameter in the Blake, Kozeny, and Carman equa-
tion, the effective heat transfer coefficient, he, and the effective
thermal conductivity. The last parameter was  calculated with the
method described in the first part of our earlier work [4].  The
first and the second parameters were estimated as those that give
the best agreement between the measured and the calculated
outlet pressures and the column wall temperature distributions.
The estimation was  performed for one set of experimental data
obtained for the flow rate, Fv = 1.478 mL/min at RD = 1.0. The esti-
mated values were � = 150.5, he = 87 W/m2/K. They were used
unchanged at all other flow rates and at reduced densities equal
to RD = 1.5 or RD = 1.0. The representative agreement between the
experimental and the theoretical values of the pressure and the
temperature are shown in Table 2. For the smallest flow rate
Fv = 0.100 mL/min, the calculated and measured outlet pressure in
bars were Pcalc = 105.8, Pexp = 105.8 for RD = 1.0 and Pcalc = 149.1,
Pexp = 149.1 for RD = 1.5. The inlet pressures were 107.5 and 151.3
respectively.

The agreement between experimental and calculated values is

very good not only for the values of Fv and RD for which the param-
eters were estimated but for all the other combinations of Fv and
RD. This result confirms that the model can correctly predict the
temperature and pressure distribution in the column.



6536 K. Kaczmarski et al. / J. Chromatogr. A 1218 (2011) 6531– 6539

Table  1b
Coefficients for Eq. (11) for retention factors of the analytes, used for simulations at RD = 1.0. Fit based on all data over the range of reduced densities from 0.6 ≤ RD ≤ 1.4.

Solute Standard error of fit Coefficients for Eqs. (11) and (12)

c0 c1 c2 c3 c4

C12 0.0311 −8.60 16.1 0.523 −8.16 1.61
C14  0.0369 −8.09 17.0 0.0361 −9.14 2.10
C16 0.0426 −6.50 16.6 −1.41 −8.95 2.50
C18 0.0495 −5.19 16.6 −2.67 −8.96 2.91

Table 2
Comparison of the experimental and calculated column wall temperatures and outlet pressures.

Distance x [m] Flow rate mL/min (at pump), RD = 1.0 Flow rate mL/min (at pump), RD = 1.5

0.638 1.478 0.5 1.5

Texp [K] Tcalc [K] Texp [K] Tcalc [K] Texp [K] Tcalc [K] Texp [K] Tcalc [K]

0.025 322.80 322.75 322.21 322.08 323.02 322.98 322.73 322.66
0.05  322.50 322.48 321.41 321.30 322.98 322.95 322.45 322.42
0.075  322.26 322.27 320.79 320.50 322.95 322.94 322.25 322.22
0.1  321.92 322.08 319.48 319.64 322.89 322.93 321.9 322.05
0.125  321.83 321.92 318.65 318.69 322.9 322.92 321.77 321.89

x  [m] Pexp [bar] Pcalc [bar] Pexp [bar] Pcalc [bar] Pexp [bar] Pcalc [bar] Pexp [bar] Pcalc [bar]

0.0 112.8 112.8a 120.3 120.3a 156.0 156.0a 168.7 168.7a
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– see Fig. 9.
Near the column wall we have the highest temperature, the

lowest fluid density and the largest retention factor.
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a Assumed values.

.3. Retention of the unsorbed and sorbed solute – uniform
orosity distribution

To validate the mass balance model presented in Section 2.1,
e compared the calculated and the measured peak profiles for

wo experiments: the first obtained for a carbon dioxide reduced
ensity equal to RD = 1.0 and the second for a reduced density equal
o RD = 1.5. These comparisons were performed for methane, which
an be regarded as unretained, and for four adsorbed compounds:
-dodecane, n-tetradecane, n-hexadecane and n-octadecane. The
xtracolumn holdup times were subtracted from all the elution
imes. Extracolumn effects on solute dispersion and band shape
ere assumed to be insignificant based on the small values of the

xtracolumn variance (see Section 3). The parameter �2, which
ppears in the second term in Eq. (9) and is related to eddy dif-
usion, was estimated on the basis of the experimental data. The
alues of this parameter are given in the captions of the figures.
or clarity, we note that �2 is the only adjustable parameter in the
ass balance model for which we need to obtain an estimate of the

pparent axial dispersion coefficient Dz,a in Eq. (6).
The calculated and the measured peaks of methane at RD = 1.0

re compared in Fig. 3. The excellent agreement between the cal-
ulated and the experimental results was obtained using the same
alue of the parameter �2 for each mobile phase velocity. This result
uggests that the mobile phase flow rate distribution as well as the
ther parameters that influence the local velocity distribution were
orrectly calculated.

In Figs. 4 and 5 the experimental and the calculated peak profiles
f all the analyzed species at the smallest and the highest flow rate
re compared at a reduced density RD = 1.5. The dotted lines denote
xperimental peak profiles, the solid lines profiles calculated with
he isotherm parameters in Table 1a

As can be seen, the peak profiles of the analytes calculated with
he data in Table 1a are shifted slightly to the left. However, the

aximum error made in the calculation of the retention times was

lways less than about 1%. The same accuracy of peaks reproduc-
ion was obtained for medium flow rates – figure not presented.
he peak profiles of the adsorbed components calculated using the
ame value of �2 for all components and RD = 1.5 show an excellent
145.0 145.0 134.9 135.2

agreement with the experimental results. The differences between
the values of this coefficient and its average value for the different
flow rates are less than about 15%

The next Figs. 6–8 compare the calculated (with data from
Table 1b)  and experimental peak profiles obtained for RD = 1.0, for
all the adsorbed species.

Only for the smallest flow rates do the experimental peak
profiles agree with those calculated. However, to obtain a good
agreement in this case, the �2 have to be estimated individually
for each species. In the other cases the retention times of the peak
fronts were well predicted. However, the calculated retention of
the tail of the peaks was always too large.

The solute velocity is highest at the column center where the
temperature is the lowest and the mobile phase density is largest
Time [s]

Fig. 3. Comparison of the experimental (dots) and theoretical (solid lines) band
profiles at reduced density 1.0 for methane at flow rates of 1.478, 0.638 and
0.100 mL/min, from left to right. The parameter �2 was equal to 1.8.
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Fig. 4. Comparison of the experimental (dots) and theoretical (solid lines) peaks
for  C1, C12, C14, C16, C18, from left to right. Flow rate: 0.500 mL/min, RD = 1.5. The
parameter �2 was  equal to 2.5 for all the species.
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Fig. 5. Comparison of the experimental (dots) and theoretical (solid lines) peaks
for  C1, C12, C14, C16, C18, from left to right. Flow rate: 1.500 mL/min, RD = 1.5. The
parameter �2 was  equal to 2.7 for all the species. The meaning of the dash-dot line
is  explained in Section 4.4.
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Fig. 6. Comparison of the experimental (dots) and theoretical (solid lines) peaks
for  C12, C14, C16, C18, from left to right. Flow rate: 0.100 mL/min, RD = 1.0. The
parameter �2 was  equal to �2 = 6.1, 6.5, 7, 7.7, from left to right.
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Fig. 7. Comparison of the experimental (dots) and theoretical (solid lines) peaks
for  C12, C14, C16, C18, from left to right. Flow rate: 0.638 mL/min, RD = 1.0. Same
parameter �2 as in Fig. 6.

The observed discrepancy between theoretical and experimen-
tal results suggests that (i) the gradient of the calculated radial
temperature is too large, (ii) the calculated flow rate of the mobile
phase is too low, or (iii) the solute migrates into the column cen-
ter due to a much better solubility of analytes in the denser carbon
dioxide. In regard to the third possibility, in our first paper on this
study [4] it was found that the difference of carbon dioxide den-
sity in the radial direction can reach several hundred kilograms/m3

over a distance of 1 mm.  (We  ignore the hypothetical effect of the
axial density gradient on solute migration because the axial density
gradient is about 100 times smaller than the radial gradient – see
Ref. [4].)

Case (i):  The radial temperature gradient is determined by the
measured column wall temperature and the calculated tempera-
ture in the column center. The good agreement between calculated
and measured retention times of the peak fronts suggests that the
temperature in the column center was  correctly predicted.

Case (ii): The discrepancy between the experimental and the
theoretical peak profile widths would be minimized if the flow rate
near the column wall would be greater than predicted for a uniform

bed. This condition would be satisfied if there would exist a gradi-
ent of external porosity, εe, in the radial direction – the external
porosity should be greater near the wall than in the column center.
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Fig. 8. Comparison of the experimental (dots) and theoretical (solid lines) peaks
for  C12, C14, C16, C18, from left to right. Flow rate: 1.478 mL/min, RD = 1.0. Same
parameter �2 as in Fig. 6.
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almost the same as for the uniform column. The largest differ-
ences between the peaks calculated for a constant porosity and
for a porosity decreasing along the column are presented in Fig. 5
– compare the solid and the dash-dot line for the components C16
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ig. 9. Concentration band profile near column outlet calculated for solute C18.
onditions for simulation the same as in Fig. 13.

espite the fact that, according to earlier results [11], the packing
ensity is greater near the wall region, we did attempt to simu-

ate peak retention assuming different radial distributions of the
xternal porosity, with increasing porosity in the radial direction.
owever, the results were unsatisfactory.

Case (iii): The simulations performed for the highest flow rate
how that the density of carbon dioxide can change over a distance
f 1 mm,  from about 360 kg/m3 near the column wall to 480 kg/m3

t the column center. The gradient of density should cause some
olute migration toward the column center. In Supplemental
nformation it was explained that the mass flux in radial direction
hould be calculated from the expression:

r = −Dm
∂CA

∂r
− CADm

(
ln(k)

∂ ln(T)
∂r

+ ∂ ln(k)
∂r

)
(20)

he second part of the above equation is responsible for the solute
igration in the radial direction. Eq. (20) was coupled with the mass

ransfer model, Eq. (1).  However, instead of the diffusion coefficient,
m, the radial dispersion coefficient, Dr,a, was used. However, also in

his case, the results were unsatisfactory. The differences between
he peak profiles calculated with and without a “radial migration
erm” were marginal.

.4. Retention time of the unsorbed and sorbed solute – axial
orosity distribution

The discrepancies between the experimental and theoretical
and profiles that we have tried unsuccessfully to explain by the

nfluence of a radial parameter distribution or by forces acting in the
adial direction can also be explained by the axial distribution of the
xternal porosity. Wong et al. [10] proved that the packing density
ncreases along the column. It is smallest at the column beginning
nd highest at the column end. This means that we can expect a
ecreasing external porosity along the column. The decrease of the

xternal porosity implies an increase of the mobile phase velocity
nd a decrease of the residence time of the solute near the outlet
f the column. So we can expect narrower peak profiles.
Fig. 10. The distribution of external (lower line) and total porosities (upper line)
along the column.

To prove whether this hypothesis is valid, we  arbitrarily
assumed that the external column porosity decreases along the
column according to formula:

εe = A
(

z

L

)N

+ B (21)

We checked different combinations of values of the A and N param-
eters. The parameter B was  calculated from the conditions that the
average external porosity must be equal to 0.4. It means also that
the total porosity have to be equal to 0.724. The best combination
was: A = −0.03, N = 3, B = 0.4075. These values of the parameters A
and N were estimated to achieve the best agreement between the
theoretical and the experimental band profiles at a flow rate of
Fv = 1.478 mL/min, for a reduced density RD = 1.0 and for the C18
component. The porosities distribution is depicted in Fig. 10.  The
� parameter in the Blake, Kozeny, and Carman equation and the
effective heat transfer coefficient, he, were changed to the following
values: � = 148 and he = 60 W/m2/K, in order to have good agree-
ment with the measured wall temperature and the outlet pressure.

The simulated band profiles for a reduced density equal 1.5 were
Fig. 11. Simulation of the peak profiles for RD = 1.0 at Fv = 0.100 mL/min, �2 = 3.2,
6.1, 6.5, 7, 7.7, from left to right. Components C1, C12, C14, C16 and C18, from left to
right. The solid line shows the calculated, the dotted line the experimental profiles.
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Fig. 12. Simulation of the peak profiles for RD = 1.0, at Fv = 0.638 mL/min. Same
parameter �2 as in Fig. 11.  Components C1, C12, C14, C16 and C18, from left to
right. The solid line shows the calculated, the dotted line the experimental profiles.
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ig. 13. Simulation of the peak profiles for RD = 1.0, at Fv = 1.478 mL/min. Same
arameter �2 as in Fig. 11.  Components C1, C12, C14, C16 and C18, from left to
ight. The solid line shows the calculated, the dotted line the experimental profiles.

nd C18. The axial porosity distribution only marginally influences
he peaks profiles at a large reduced density. However, this influ-
nce is considerable for RD = 1.0 and at the highest flow rate –
ompare Figs. 8 and 13.  In Figs. 11–13 we compare the measured
nd calculated peak profiles for RD = 1.0. As can be seen, at a flow
ate Fv = 0.100 mL/min the agreement is excellent, at Fv = 1.478 the
greement is still good, however, at Fv = 0.638 the experimental
eaks are too wide.

The results presented illustrate how band profiles are sensitive
o relatively weak changes of the external and the total porosities
long the column. We  did not obtain a good agreement between the
xperimental and theoretical profiles for all flow rates. However,
rom the calculations performed it follows that the axial distribu-
ion of the bed porosity has a crucial influence on the shape of the
and profiles.

. Conclusions

A general SFC model coupling the heat, the mass balance and

he flow rate model is proposed. This model is a modified version
f the model used in our earlier paper. This modified model can
ccount for the axial and radial porosity distributions. Numerical
olutions of the heat balance and the flow rate model predict with

[

[
[
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good agreement the column wall temperature and the pressure
at the column outlet. The calculation of the temperature distri-
bution requires the prior estimate of the external heat transfer
coefficient. This coefficient can be estimated on the basis of the col-
umn  wall temperature measured at the highest mobile phase flow
rate.

The numerical solution of the generalized ED model coupled
with the calculated temperature, the mobile phase velocity and
the pressure distributions enables excellent forecasts of the reten-
tion times and the elution peaks shape of an unsorbed and sorbed
solutes for a high reduced density, RD = 1.5.

It was  much more difficult to model the retention of sorbed
solutes at the low reduced density of RD = 1.0 and for fast flow rates.
If we assume a uniform external porosity, the calculated band pro-
files have a shape similar to the experimental profiles but they are
too wide. We  analyzed several possible reasons for the discrepan-
cies observed between the experimental and theoretical results.
The most probable seems to be the impact of the axial distribu-
tion of the external porosity. Assuming that the external porosity
decreases along the column, we  significantly improved the mod-
eling of the band profiles, for most but not for all the analyzed
flow rates. Work to explain the elution profiles and the retention
of sorbed solutes in SFC at low mobile phase reduced densities is
continuing.
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